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ABSTRACT One media currently famously used in all worlds is Twitter. The ease of dissemination and the exchange of 

information is accelerating. Every day, millions of tweets exist using various information, such as politics, technology, sports, 

academics, and others. The information that is widely found is about COVID-19-19 nowadays. The information on Twitter is 

not entirely accurate or according to facts and needs to be proven true. Therefore, this study aims to try to detect the information 

contained in Indonesia using methods of Naive Bayes Multinomial by using the Information Gain feature selection. This 

research contributes to utilizing data spread on Twitter and social media in detecting hoaxes spread in the community, 

primarily related to COVID-19 infections. The classification process is carried out by crawling tweets, preprocessing, then 

using feature selection, namely Information Gain, and classification using the Multinomial Naive Bayes method. Meanwhile, 

the validation needs in this study use k-fold cross-validation where the existing dataset is divided into training and testing data 

that will be tested with a confusion matrix. Researchers have carried out the confusion matrix testing process using 720 

datasets divided as train data & the test data received an average accuracy value of 81.39%, precision of 80.36%, and recall 

of 79.73%. The highest accuracy is using k-fold two. The accuracy value reaches 88.8%, the precision value is 79.1%, and 

the recall value is 86.3%. The lowest accuracy was obtained on the 8th k-fold with an accuracy value of 73.6%, a result 

precision of 75.4%, and a recall of 86.9%. 

INDEX TERMS text mining, information gain, naive Bayes, multinomial, Twitter, covid-19 

I. INTRODUCTION 

Social media is a means to exchange text, images, video, or 

audio messages. Currently, Indonesia's active social media 

users are getting higher every year. Indonesia already has one 

social media user, one of which is Twitter. Each user is free to 

upload tweets containing both positive and negative content. 

COVID-19 is the information that is widely found today. 

COVID-19 information circulating on social media is not 

entirely accurate or according to facts; information that is not 

true or false can be called a hoax. To stop the spread of 

COVID-19, the Indonesian government will also vaccinate 

Indonesian residents. News lies about the composition of 

COVID-19 vaccines, hoax news about the impact of COVID-

19 vaccines, and hoax information about COVID-19 vaccines. 

Currently, there is much research on detecting hoax news 

on Twitter. Several methods are often used in hoax news 

detection research on Twitter, such as the Support Vector 

Machine method [1]. Another study is Naïve Bayes was 

researched by Rahutomo et al. [2], Backpropagation was 

researched by Lhaksmana et al. [3], Naïve Forecast Method 

[12] and Prasetyo, Rino [4] studied Modified K-Nearest 

Neighbor. These methods have been successfully 

implemented and gained good accuracy. This good accuracy 

result depends on many things; apart from selecting the feature 

extraction method, it also depends on the type of feature used 

and the choice of the classification method.  

However, the research conducted using that method also 

has some disadvantages. The Support Vector Machine method 

is limited to using a separator function that separates data into 
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two classes. When the class is divided into more than two, 

modification is needed when the training data is extensive, 

affecting the training time and memory size that will be 

necessary [5]. When we come across words in the test data for 

a specific class that isn't in the training data, we may end up 

with zero class probabilities. Meanwhile, this backpropagation 

method tends to slow to achieve convergence on receiving 

optimal accuracy and requires extensive data and optimization 

training that is used less efficiently. Therefore, it is necessary 

to improve optimally using other methods so that the results' 

accuracy is better, faster, and can be compared using only 

standard Backpropagation solving procedures [6][2]. 

With the rise of fake news, especially about the COVID-19 

Vaccine, the author conducted a study to classify information 

on Twitter into hoaxes and non-hoaxes. The method used to 

calculate the frequency of each term of event data on a 

document and probability includes the Naive Bayes 

Multinomial Method using the Information Gain feature 

selection. The advantages of the Naive Bayes Multinomial 

include that there is already a high level of accuracy and easy 

to implement when computing is low. The minimum error rate 

and selection of Information Gain Features is a technique for 

reducing the number of appropriate or relevant features, then 

decreasing the dimensions of the elements in the data to be 

used [7]. Information Gain is an algorithm that functions as a 

limit determinant that will be used for available attributes; it 

can be only in 1 point or more than one attribute used, which 

symbolizes a reflection on the quality of a feature to be used 

[7].  

This study aims to discover how to detect hoax news using 

Naive Bayes Multinomial and select the Information Gain 

feature. This study also discusses the accuracy results of 

seeing hoax news using Naive Bayes Multinomial using the 

Information Gain feature. This study used 720 Indonesian data 

taken by Twitter crawling, scraping from turnbackhoax.id 

websites. The data was taken from trending elements of 

hoaxes with the keyword "#vaksincovid19". Accuracy 

calculations use the performance of the confusion matrix to 

calculate accuracy, precision, and recall. Training data and test 

data to get the average accuracy results and what will be taken 

is the highest accuracy value. The contribution of this study is 

to create a system that can classify hoax news on Twitter, 

especially about the COVID-19 Vaccine. In addition, it 

utilizes data spread on Twitter, turnbackhoax.id websites, and 

communication and information technology in detecting 

hoaxes spread in the community. 

 
II.  PROPOSED METHOD 

The Indonesian hoax content detection system for the covid-

19 Vaccine is website-based. This system detects hoax news 

about the covid-19 Vaccine on Twitter using the information 

gain feature selection and the multinomial naïve Bayes 

method. This system is made for the surrounding community 

and students to be able to sort out the information circulating 

on social media as hoax or non-hoax news. The data used in 

this study is data taken crawlingly on Twitter using the hashtag 

#vaksincovid19 in Indonesian with a total of all data h 600 

datasets. We also retrieved data from the turnbackhoax.id with 

a scraping process. We retrieved manually on the Ministry of 

Communication and Information Technology website a total 

of all data 720 data. 

In this system, there are two users, namely admin and 

user, where the admin has full access rights to manage data 

and all activities in the detection system. In contrast, users only 

have access rights to view datasets, classification tests, and 

report hoaxes. This system is built based on a website using 

the Python programming language and uses flask as a medium 

to connect to the website using a code igniter framework. The 

data obtained will go through a manual labeling process, 

preprocessing word processing so the computer can read it 

correctly. The data is processed using the information gain 

feature option. Information gain is used to weight each word 

using and processed by the naïve classification method Bayes 
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FIGURE 1. Design System  
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multinomial. This system uses a confusion matrix and k-fold 

cross-validation to measure the accuracy. The system can 

receive reports from the public and classify them with the 

models. 

In this study, hoax news detection will be carried out on 

Twitter on topics related to #vaksincovid19. The system 

design used first is data crawling, labeling, preprocessing, 

feature extraction, and data features, then the data is divided 

into two, namely data training and data testing. Furthermore, 

the data train is processed using the multinomial naive Bayes 

method and then in the prediction model and confusion matrix. 

Meanwhile, the test data is directly processed into the 

prediction model and confusion matrix. FIGURE 1 is a 

proposed system method of this study. 

A.  CRAWLING 

One of the data collection methods used for reference data by 

the system can be called data crawling [8]. In this study, the 

collection of APIs on Twitter. Every time you crawl your data, 

Twitter data can be set to a data limit. The data taken is a post 

based on keywords using hashtags that are estimated to 

contain hoax news. Furthermore, the results of crawling the 

crawling data will be saved in excel. At this data retrieval or 

crawling stage, take advantage of the libraries available in the 

python programming language with several parameters 

needed, namely keywords, language, and limits. The keyword 

parameter serves to find the desired keyword so that the tweet 

or post that enters only contains the word in the keyword, 

while the language parameter serves to set the desired 

language, and the limit parameter is the maximum limit of data 

you want to retrieve. 

B. SCRAPING 

The technique of automatically receiving information based 

on websites without having to copy it manually is called web 

scraping. Web scraping aims to search for specific information 

and then collect it on the new web. Web scraping only focuses 

on obtaining data using retrieval and extraction methods to 

make searching for something with varying data sizes easier 

[14]. 

C. LABELING 

Labeling means that determining the class is based on a tweet 

or post whose work is done manually using labeling hoaxes & 

not hoaxes. Labeling is done manually by seeing many things 

that must be considered in putting a label on a tweet or post 

(FIGURE 2). At this stage, the labeling process on the training 

data is carried out manually. To determine whether to label a 

hoax from a tweet or post, you can use the help of official 

websites, such as covid19 sites, WHO sites, and other trusted 

websites, such as tempo fact checks or turnbackhoax. Each 

data will be searched for truth by using trusted websites such 

as fact checks (cekfakta.com/), tempo (www.tempo.co/), 

covid Indonesia (covid19.go.id/), and others.  

 

 
FIGURE 2. Twitter Labelling 

D. PREPROCESSING 

The process of reshaping unstructured text data as a 

structured form according to its needs can be called 

preprocessing [18]. The built system has five preprocessing 

stages, as shown in FIGURE 3 (TABLE 1). 
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FIGURE 3. Data Preprocessing 

1) CASE FOLDING 

Case Folding is the process of changing all letters in the text 

to lowercase to make them uniform. Characters other than 

the letters a-z are omitted and considered delimiters. 

 

2) NORMALIZATION/CLEANING 

Normalization is converting all abbreviated words in the text 

into the corresponding word in the Language dictionary. 

Cleaning is the process of removing URLs, mentions, 

hashtags, punctuation marks, and numbers [17]. 

 

3) TOKENIZING 

Tokenizing is a method to separate text or paragraphs into 

words. 

 

4) FILTERING 

Filtering is selecting essential words in the text of tokenizing 

results using a stop list algorithm (removing terms that are 

considered unimportant) or a wordlist algorithm (storing 

basic terms) [19]. 
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5) STEMMING 

It stems from updating the word that is affixed as a word that 

takes the form of an essential expression. 

TABLE 1  
Preprocessing 

ORIGINAL DATA PROCESSED DATA 

Pfizer CEO's Statement on The 

Limitations Of The Efficacy Of 
Two Doses Of Covid-19 Vaccine 

real pfizer ceo on two-dose 

effective limit on covid 
Vaccine 

Robert Malone's Statement 

Regarding mRNA Vaccines for 

Covid-19 Have Not Been 
Adequately Tested and Children's 

Vaccinations Are Not Beneficial 

real robert malone hook 
vaccine mrna covid test how on 

vaccination of children is not 

beneficial 

Qatari Footballer Suffers Heart 

Attack after Being Vaccinated 

against Covid-19 

Qatari football natural heart 

attack has been vaccinated 

against COVID 

Pfizer and WHO Work Together to 
Bring Up Omicron Covid-19 

Variant as Punishment for South 

Africa 

pfizer who cooperates emerge 

variants of covid omicron like 
south african law 

Pfizer Adds Substances Used to 

Stabilize Heart Attack Victims to 
Covid-19 Vaccine 

pfizer adds substance to 

stabilize heart attack victims in 
covid Vaccine 

Henry Kissinger's Speech Says 

Vaccines are a Tool for Population 
Control 

speech henry kissinger vaccine 

control tool population 

Jokowi's Regime to Hold Forced 

and Deadly Mass Vaccination in 

February 2022 

jokowi regime holds mass 

vaccination of forced death in 

February 

Thousands of People in Indonesia 
Died after The Covid-19 Vaccine 

thousands of indonesians living 

in the world have been 

vaccinated against COVID 

E. TERM PRESENCE 

This process aims to calculate the frequency of the presence 

of a word on a document in calculating T.F (TABLE 2). 

using one type of formula, namely Binary T.F. Binary. 

Binary T.F. is helpful for paying attention to the occurrence 

of a word by giving a value of 1 for existing data. The data 

will be labeled as 0 if it does not exist. Furthermore, each 

word occurrence will be calculated by giving a 1 (there is) or 

0 (none) (TABLE 3). 

TABLE 2   
Term Presence 

DATA  TWEET LABEL 

data 1 reach | million | injectable | Indonesia | 

sign in | great | vaccine covid | world 

true 

data 2 indonesia | healthy | | vaccine covid true 

data 3 know | hoax | vaccine covid fake 

data 4 who | can | |information | post check out | 

fact 

fake 

                           

 TABLE 3  
Term Calculation 

NO TERM TRUE FAKE 

TWEET 1 TWEET 2 TWEET 3 TWEET 4 

1. tired  1 0 0 0 

2. million  1 0 0 0 

3.  injection  1 0 0 0 

4. indonesia  1 1 0 0 

5. enter  1 0 0 0 

6. big 1 0 0 0 

7. vaccine 1 1 1 0 

8. covid 1 1 1 0 

9. world 1 0 0 0 

10. healthy 0 1 0 0 

11. know 0 0 1 0 

12. hoax 0 0 1 0 

13. who 0 0 0 1 

14. get 0 0 0 1 

15. information 0 0 0 1 

16. post 0 0 0 1 

17. refer 0 0 0 1 

18. facts 0 0 0 1 

 

F. BAG OF WORDS 

A bag of words is a process to calculate the number of values 

1 and 0 on each label [22] (TABLE 4). The process has been 

estimated previously in the term presence. The calculation of 

1 and 0 will then be used for the information-gaining process 

(TABLE 5). 

TABEL 4 
Bag of words value of  1 

VALUE 1 LABEL 
TOTAL 

NO TERM TRUE FAKE 

1. tired  1 0 1 

2. million  1 0 1 

3. injection  1 0 1 

---     

18. facts 0 1 1 

Total 13 10 23 

 

TABLE 5  
Bag of words value of 0 

VALUE 0 LABEL 
TOTAL 

NO TERM TRUE FAKE 

1. tired  1 2 3 

2. million  1 2 3 

3. injection  1 2 3 

----     

18. facts 2 1 3 

Total 23 26 49 

 

G. INFORMATION GAIN 

Information Gain is also defined as Mutual Information. 

Information Gain is a technique to reduce the number of 

appropriate or relevant features, then reduce the dimensions 

of the elements in the data to be used [5][20]. In equation 1, 

I.G. (A) is the difference in entropy values which is then 

stored by studying the variable A. 
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𝐼𝐺(𝐴) = 𝐻(𝑆) − ∑ 𝑖
𝑆𝑖

𝑆
 𝐻(𝑆𝑖) 

       (1) 
Where H(S) is an entropy-based on a given data set & A is 

an entropy based on the subset obtained using partitioning S 

according to feature A. In machine learning, Information 

Gain can be used to determine the order of features. Usually, 

features use a high Information Gain value and must be given 

a higher ranking than other features because they have a 

more vigorous intensity in classifying data [6] (TABLE 6).  

TABLE 6  
Information Gain Results 

NUMBER WORDS INFORMATION GAIN 

1. covid 0.004413005 

2. vaccine 0.004297887 

3. vaccination 0.001910197 

4. booster 0.000496175 

5. not 0.000424789 

6. healthy 0.00035677 

7. child 0.000353549 

---   

1995. fertile 5.03426E-07 

 

H.  NAÏVE BAYES MULTINOMIAL 

Multinomial Naive Bayes is a probability learning method 

widely used in Natural Language Processing (NLP). Naive 

Bayes Multinomial includes developments based on the 

Naive Bayes method designed to handle text documents 

using word counts to be the underlying method of calculating 

probabilities. This method considers the number of words in 

the document. This method does not consider the context of 

the news and the order of the words in the document. Here's 

the equation of the formula in the Naïve Bayes Multinomial 

method Eq. (2) [7]: 

 
𝑃(𝑐|𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑡𝑒𝑟𝑚 𝑑) = 𝑃(𝑐)  × 𝑃(𝑡1|𝑐) × … × 𝑃(𝑡𝑛|𝑐) 

        (2) 
Where, 𝑃𝑐  is the prior probability of class c; 𝑡𝑛 is said 

document to – n; 𝑃(𝑐|𝑡𝑒𝑟𝑚 𝑑𝑜c𝑢𝑚𝑒𝑛t 𝑑) indicates the 

probability of a copy belonging to class c; 𝑃(𝑡𝑛|𝑐) is the 

probability of the word to – n with known class c. 

 

To select the prior probability value of class c can be 

calculated using the formula Eq. (3) 

𝑃(𝑐) =  
𝑁𝑐

𝑁
 

                       (3) 

where, 𝑁𝑐 is the number of classes c on the whole document. 

𝑁  is the sum of the entire document. 

 

The probability of the word to – n in class c can be 

determined using the Laplacian smoothing technique as 

follows Eq. (4): 

 

𝑃(𝑡𝑛|𝑐) =  
𝑐𝑜𝑢𝑛𝑡(𝑡𝑛𝑐)+1

𝑐𝑜𝑢𝑛𝑡(𝑐)+|𝑉|
  

                                       (4) 
Where, count (𝑡𝑛𝑐) is the number of tn terms found 

throughout the rehearsal data with category c and coupled 

with a value of 1 to avoid a value of 0. 𝑐𝑜𝑢𝑛𝑡(𝑐) is number 

of terms across the trained data with category c. 𝑉 indicates 

sum of all terms on the trainer data (TABLE 7). 

TABLE 7  
Naïve Bayes Multinomial Results 

NO TEXT ACTUAL PREDICT 

1. 

screenshot news rk invite 

abu janda prone to test 
covid Vaccine for china 

FAKE FAKE 

2. 

ask about coronavirus 

korlap fpi only the high 
priest against coronavirus 

high priest grandson of 

the prophet 

FAKE FAKE 

3. 

high rates check pcr fixed 
large rp thousand island 

java bal rp thousand 

island java bal 

TRUE FAKE 

---    

144. 

issued international covid 
vaccine certificate health 

ministerial standards read 
full read 

TRUE TRUE 

 

I. CONFUSION MATRIX 

The Confusion Matrix is a stage of analysis & assessment of 

the performance of the designed system [15]. each row 

represents examples in an actual class and each column 

represents instances in a predicted class, are documented in 

the literature [16]. Performance is measured using the 

following calculations:  

1) ACCURACY  

The Confusion Matrix is a stage of analysis & assessment of 

the performance of the designed system. Performance is 

measured using the following calculations Eq. (5)  [13]:  

𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑖𝑜𝑛 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

      (5) 
2) PRECISION 

Precision is the level of accuracy between the information 

requested and the answers given by the system. The 

following is the formula for calculating the precision Eq. (6)  

[13]:  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

      (6) 
3) RECALL 
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A recall is a total of users correctly classified in a class 

divided using the total users in that class. The following is 

the formula for calculating recall Eq. (7)  [13]:  

 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                             (7) 

 III. RESULT  

This research was conducted based on information about the 

covid19 Vaccine circulating on social media that prevents 

the government from stopping the spread of covid19 due to 

false news or hoaxes. Hoax news about the composition of 

the covid19 Vaccine, hoax news about the impact of the 

covid19 Vaccine, and lies about rejecting the covid19 

Vaccine. The first thing to do is to prepare data from Twitter 

crawling, scraping from the website turnbackhoax.id, and 

taking manual data on the communication and information 

technology website used for testing. Data collection is 

carried out with keywords #vaksincovid19 with a total of 720 

datasets labeled genuine or fake manually. The data that has 

been collected is processed using preprocessing text. 

Preprocessing is the initial process of preparing datasets into 

clean data that will be further processed. This study has five 

stages of preprocessing: Case Folding, Normalization, 

Tokenizing, Filtering, and Stemming. After the 

preprocessing stage is completed, the processing is done by 

selecting the information gain feature and the multinomial 

naïve Bayes method to get a genuine or fake value.  

Researchers have also carried out the process of splitting 

data into training data and testing data with a ratio of 80:20 

[23]. The training data was divided into several k-folds in 

this study into ten folds [24]. The accuracy value is the 

degree of proximity between the predicted and actual values. 

We use confusion matrix calculations to get the accuracy 

value score. A precision value is the degree of accuracy 

between the information requested in the answer given by 

the system and the recall value specified in the extent of the 

system's success in rediscovering knowledge. Researchers 

have carried out the confusion matrix testing process using 

720 datasets divided as train data & the test data received an 

average accuracy value of 81.39%, precision of 80.36%, and 

recall of 79.73%. The highest accuracy is using k-fold two. 

The accuracy value reaches 88.8%, the precision value is 

79.1%, and the recall value is 86.3%. The lowest accuracy 

was obtained on the 8th k-fold with an accuracy value of 

73.6%, a precision of 75.4%, and a recall of 86.9%. 

IV. DISCUSSION 

Based on the results above, the accuracy value that has been 

obtained can answer the question "What percentage of  

tweets that are true are predicted to be hoaxes  or those that 

are not hoaxes from all tweets?"  In this case the accuracy 

value is 81.39% so it can be said that the result of the 

calculation is accurate. Precision describes the degree of 

accuracy between the requested data and the predicted results 

provided by the model. Thus, precision is the ratio of positive 

true predictions compared to the overall positive predicted 

results [21]. All the positive classes that have been predicted 

correctly; how much data is positive. From the calculations 

above, it answers the question of "What percentage of tweets 

are true hoaxes from the entire tweet that is predicted to be a 

hoax?". In this case the precision value is 80.3 6% which 

means that the model built is already quite precise. Recall 

describes the model's success in reinventing information. 

Thus, recall is the ratio of positive correct predictions 

compared to the overall positive true data [25].  From this 

study, calculating the recall value can answer the question 

"What percentage of tweets are predicted to be hoaxes 

compared to the entire tweet that is actually a hoax?". In this 

case the recall value is 86.87 6%. The results developed from 

this study produce more accurate values when compared to 

previous studies that have been carried out [2][3][7][11][12].  

V. CONCLUSION 

Based on the discussion and the results, the following 

conclusions can be drawn as follow; this study successfully 

used the multinomial naïve Bayes method and the weighting 

of the word information gain to detect Indonesian hoax 

content about the covid-19 Vaccine circulating on social 

media Twitter. The user acceptance test gives us an average 

score of 86.87%. Researchers have carried out the testing 

process with 720 datasets divided into training data and 

testing data, getting an average accuracy value of 81.39%, 

precision of 80.36%, and recall of 79.73%. This study 

succeeded in using data by crawling data from Twitter, 

scraping data from turnbackhoax.id websites, and taking data 

manually on the Communication and Information 

Technology website with a total of 720 datasets. The future 

works are stated as follow; in this study, it is only taking data 

and processing data from twitter, it is hoped that in future 

studies it can use more other social media. The calculation 

results not only display percentages but can be added with 

diagrams. In the crawling section, it is better to add a form to 

fill in the labelling manual. 
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